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This talk has three parts

1) Motivation

2) Methods

3) Results
– The transport equation can be solved using a 

neural network (NN). The runtime is 
competitive with SN and MC for a simple test 
problem. 
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 Slab geometry neutron transport
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A neural network is a function 
approximation technique

  Input
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  Non-linear activation 
function
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Methods
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The neural network minimizes 
a loss function

Methods
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a homogeneous medium, uniform 
source problem

Results
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The neural network is correct* 
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Algorithm Max. rel. err. Runtime (s)

NN Train - 6.97e+01

NN Pred 0.051807 1.39e-04

SN 0.047869 4.39e-03

MC 0.013654 2.77e+00

**If training can be 
amortized

Results
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Thanks for the help!

 Thanks Kyle Bilton for working with me, Jasmina Vujic 
for inspiring us, and Patrick Brantley for suggesting 
the topic, providing initial guidance, and providing 
feedback on this talk
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